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Abstract: The most classical version of the Schwarz lemma in-
volves the behavior at the origin of a bounded, holomorphic function
on the disc. Pick’s version of the Schwarz lemma allows one to move
the origin to other points of the disc.

In the present paper we explore versions of the Schwarz lemma
at a boundary point of a domain (not just the disc). Estimates on
derivatives of the function, and other types of estimates as well, are
considered. We review recent results of several authors, and present
some new theorems as well.

0 Introduction

The classical Schwarz lemma gives information about the behavior of a holo-
morphic function on the disc at the origin, subject only to the relatively mild
hypotheses that the function map the disc to the disc and the origin to the
origin. Later generalizations by Pick allow one to replace “origin” by other
points of the disc. Of course there are far-reaching generalizations of the clas-
sical Schwarz lemma, due to Ahlfors and others, that place the Schwarz lemma
squarely in the province of differential geometry.

In the present paper we explore Schwarz lemmas at the boundary of a do-
main. We give both function-theoretic and geometric formulations of the theo-
rems. A number of different proofs and perspectives on the results are presented.
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2Key Words: Schwarz lemma, holomorphic function, estimates on derivatives.
3MR Classification Numbers: 30C80, 30C99, 32A10, 32A30.

1

http://lanl.arxiv.org/abs/1001.1805v1


1 The Classical Schwarz Lemma

In its most basic form, the familiar Schwarz lemma says this:

Proposition 1.1 Let f : D → D be a holomorphic function that fixes the
origin 0. Then

|f(ζ)| ≤ |ζ| for all ζ ∈ D

and
|f ′(0)| ≤ 1 .

If |f(ζ)| = |ζ| for any ζ 6= 0 or if |f ′(0)| = 1, then f is a rotation of the disc.

Proof: Apply the maximum principle to the function g(ζ) = f(ζ)/ζ.

Now, as is well known, one may replace the origin in the domain of f and the
origin in the range of f in the last proposition to obtain the so-called Schwarz-
Pick lemma:

Proposition 1.2 Let f : D → D be holomorphic. Assume that a 6= b are
elements of D and that f(a) = α, f(b) = β. Then

(a)

∣

∣

∣

∣

β − α

1− αβ

∣

∣

∣

∣

≤

∣

∣

∣

∣

b− a

1− ab

∣

∣

∣

∣

;

(b) |f ′(a)| ≤
1− |α|2

1− |a|2
.

There is also a pair of uniqueness statements:

(c) If

∣

∣

∣

∣

β − α

1− αβ

∣

∣

∣

∣

=

∣

∣

∣

∣

b− a

1− ab

∣

∣

∣

∣

, then f is a conformal self-map of the disk D;

(d) If |f ′(a)| =
1− |α|2

1− |a|2
, then f is a conformal self-map of the disk D.

Remark 1.3 The expression

ρ(a, b) =

∣

∣

∣

∣

b− a

1− ab

∣

∣

∣

∣

is the pseudohyperbolic metric on the disc. Thus (a) says that the mapping f is
distance decreasing in the pseudohyperbolic metric. It is noteworthy that the
pseudohyperbolic metric is not a Riemannian metric.

Proof of the Proposition: Recall that, for a a complex number in D,

ϕa(ζ) =
ζ − a

1− aζ
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defines a Möbius transformation. This is a conformal self-map of the disk that
takes a to 0. Note that ϕ−a is the inverse mapping to ϕa.

Now, for the given f , consider

g(ζ) = ϕα ◦ f ◦ ϕ−a(ζ) .

Then g : D → D and g(0) = 0. So the standard Schwarz lemma applies to g.
By part (a) of that lemma,

|g(ζ)| ≤ |ζ| .

Letting ζ = ϕa(ξ) yields
|ϕα ◦ f(ξ)| ≤ |ϕa(ξ)| .

Writing this out, and setting ζ = b, gives the conclusion
∣

∣

∣

∣

β − α

1− αβ

∣

∣

∣

∣

≤

∣

∣

∣

∣

b− a

1− ab

∣

∣

∣

∣

.

That is part (a).
For part (b), we certainly have that

|(ϕα ◦ f ◦ ϕ−a)
′(0)| ≤ 1 .

Using the chain rule, we may rewrite this as

|ϕ′

α(f ◦ ϕ−a(0))| · |f
′(ϕ−a(0))| ·

∣

∣ϕ′

−a(0)
∣

∣ ≤ 1 . (1.2.1)

Now of course

ϕ′

a(ζ) =
1− |a|2

(1− aζ)2
.

So we may rewrite (1.2.1) as

(

1− |α|2

(1 − |α|2)2

)

· |f ′(a)| · (1 − |a|2) ≤ 1 .

Now part (b) follows.
We leave parts (c) and (d) as exercises for the reader.

It is easy to see that the statement of the Schwarz-Pick lemma degenerates
as the point a tends to the boundary. So some other idea will be required if we
are to successfully formulate and prove a boundary Schwarz lemma.

2 A First Look at the Boundary Schwarz Lemma

2.1 The Hopf Lemma

The next result is one of the antecedents to a classical Schwarz lemma at the
boundary. We shall first state the lemma, then discuss its context and signifi-
cance.
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Lemma 2.1 (Hopf) Let Ω ⊂ ⊂ RN have C2 boundary. Let u ∈ C(Ω) be
real-valued with u harmonic and non-constant on Ω. Let P ∈ ∂Ω and assume
that u takes a local minimum at P. Then

∂u

∂ν
(P ) < 0.

Proof: Suppose without loss of generality that u > 0 on Ω near P and that
u(P ) = 0. Let BR be a ball that is internally tangent to ∂Ω at P. We may
assume that the center of this ball is at the origin and that P has coordinates
(R, 0, . . . , 0). Then, by Harnack’s inequality (see [KR1]), we have for 0 < r < R
that

u(r, 0, . . . , 0) ≥ c ·
R2 − r2

R2 + r2

hence
u(r, 0, . . . , 0)− u(R, 0, . . . , 0)

r −R
≤ −c′ < 0.

Therefore
∂u

∂ν
(P ) ≤ −c′ < 0.

This is the desired result.

A good reference for the Hopf lemma is [COH]. It was used in that source
to provide a proof of the maximum principal for second-order, elliptic partial
differential operators. Namely, if a solution u of such an operator L has an
interior maximum at a point P , then let S be a sphere passing through P .
Restrict attention to the closed ball B bounded by S. Then the function u has
a maximum at P , so the outward normal derivative at P is positive. But that
means that, at a point near P in the outward normal direction the function u
will take an even larger value, contradicting the maximality of u at P .

In more recent times the Hopf lemma has proved particularly useful in the
study of biholomorphic and proper holomorphic mappings of several complex
variables (see, for instance, [KRA1]).

The Hopf lemma is true in fact for subharmonic functions, and under rather
weak hypotheses on the behavior of u at P . We leave the details for the in-
terested reader. The message that the Hopf lemma gives us is best seen for
a holomorphic mapping F : B → B, where B is the unit ball in Cn. Let
1 = (1, 0, 0, . . . , 0) ∈ ∂B, and assume that the limit of F (z) is 1 as z approaches
1 admissibly (see [KRA1] for this concept). Let ν be the unit normal vector to
the boundary at 1, and set f(z) = F (z) · ν. Finally let u(z) = |f(z)|. Then u
is plurisubharmonic, and u takes a maximum value (in a reasonable sense) at
1. The Hopf lemma applies, and we see that the normal derivative of u at 1
is nonzero. This tells us that the boundary point 1 is analytically isolated for
the function f . And that is a primitive version of the Schwarz lemma at the
boundary point 1.
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3 Work of Löwner and Velling

As early as 1923, K. Löwner was considering deformation theorems that can
be considered to be early versions of the Schwarz lemma at the boundary. A
version of his result is this:

Proposition 3.1 Let f : D → D holomorphic with f(0) = 0. Of course f
has radial boundary limits almost everywhere. Let S = ∂D. Assume that f
maps an arc AßS of length s onto an arc f(A)ßS of length σ. Then σ ≥ s with
equality if and only if either s = σ = 0 or f is just a rotation.

We see that Löwner tells us that a boundary arc must be mapped to a
boundary arc that is shorter. This is in the spirit of the original Schwarz lemma,
for it tells us that, under a similar mapping, the stretching factor must be less
than 1.

John Velling studied Löwner’s ideas in 1985 and proved a refinement which
we shall treat at the end of the next section.

4 A Refinement

In [OSS], R. Osserman offered the following boundary refinement of the classical
Schwarz lemma. It is very much in the spirit of the sort of result that we wish
to consider here.

Theorem 4.1 Let f : D → D be holomorphic. Assume that f(0) = 0. Further
assume that there is a b ∈ ∂D so that f extends continuously to b, |f(b)| = 1
(say that f(b) = c), and f ′(b) exists. Then

|f ′(b)| ≥
2

1 + |f ′(0)|
. (4.1.1)

Remark 4.2 It is easy to see that inequality (4.1.1) is sharp. For instance,
the function f(ζ) = ζ gives equality. In fact, for each possible value of |f ′(0|
(between 0 and 1 inclusive) there is a function that makes (4.1.1) sharp. For
0 ≤ a ≤ 1, the function

f(ζ) = ζ ·
ζ + a

1 + aζ

gives equality in (4.1.1).

By way of proving the theorem, we first prove some preliminary results.

Lemma 4.3 Let f : D → D be holomorphic and satisfy f(0) = 0. Then

|f(ζ)| ≤ |ζ| ·
|ζ|+ |f ′(0)|

1 + |f ′(0)||ζ|
for |ζ| < 1 . (4.3.1)
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Proof: As usual, set g(ζ) = f(ζ)/ζ. The usual Schwarz lemma then tells us
that either f is a rotation or else |g(ζ)| < 1 for |ζ| < 1. The first of these
eventualities leads to |f ′(0)| = 1 and hence our inequality is trivially true. So
we may as well suppose that |g(ζ)| < 1 for |ζ| < 1. Applying a rotation if
necessary, we may also suppose that g(0) = f ′(0) = a, where a is real and
0 ≤ a < 1.

Thus inequality (4.3.1) is equivalent to

|g(ζ)| ≤
|ζ|+ a

1 + a|ζ|
for |ζ| < 1 . (4.3.2)

We may derive this assertion from the Schwarz-Pick lemma as follows. Certainly
g will map each discD(0, r), 0 < r < 1, into a disc with diameter the real interval

[

a− r

1− ar
,
a+ r

1 + ar

]

.

As a result, when |ζ| = r then

|g(ζ)| ≤
a+ r

1 + ar
=

|ζ|+ a

1 + a|ζ|
.

That proves (4.3.2). Then (4.3.1) follows.

Remark 4.4 In view of the second part of the classical Schwarz lemma, the
fraction [|ζ| + |f ′(0)|]/[1 + |f ′(0)||ζ|] does not exceed 1. Thus one recovers the
basic inequality of the usual Schwarz lemma.

Lemma 4.5 We have

lim
ζj→b

∣

∣

∣

∣

f(ζj)− c

|ζj | − |b|

∣

∣

∣

∣

≥ lim
ζj→b

1− |f(ζj)|

1− |ζj |
≥

2

1 + |f ′(0)|
.

Proof: Certainly
∣

∣

∣

∣

f(ζ)− c

|ζ| − |b|

∣

∣

∣

∣

≥
1− |f(ζ)|

1− |ζ|

by elementary inequalities (using of course the facts that |b| = 1 and |c| = 1).
But now the last lemma gives an upper bound for |f(ζ)|. Plugging that into the
righthand side of this last inequality gives the second inequality.

Proof of the Theorem: Simply let ζj in the last lemma equal tjb for real
tj → 1. Letting j → +∞ then gives that the lefthand side becomes |f ′(b))| and
the result follows.

A very interesting consequence of the theorem is the following result, which
is a refinement of a theorem of Velling [VEL].
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Proposition 4.6 Let f : D → D be holomorphic. Let Sß∂D be a nontrivial
arc, and suppose that f extends continuously to S. Further assume that f(S)
lies in ∂D. Let s denote the length of S and σ the length of f(S) (which is also
necessarily an arc, since it is a connected subset of the circle). Then

σ ≥
2

1 + |f ′(0)|
· s .

Proof: By Schwarz reflection, we may take it that f is analytic on the interior
of the arc S. Hence it certainly satisfies the hypotheses of the first lemma at
each point of the interior of S. The conclusion of that lemma then holds, and
integration yields the desired result.

5 A New Look at the Schwarz Lemma on the

Boundary

Certainly the most interesting and valuable part of the Schwarz lemma is the
uniqueness statement for the derivative. That is the result for which we would
like to have a boundary formulation. The next theorem is due to Burns and
Krantz [BUK].

Theorem 5.1 (Burns/Krantz) Let φ : D → D be a holomorphic function

from the disc to itself such that

φ(ζ) = 1 + (ζ − 1) +O
(

|ζ − 1|4)
)

as ζ → 1. Then φ(ζ) ≡ ζ on the disc.

Remark 5.2 Today there are several proofs of this result. Chelst [CHE] has
some nice ways to look at the matter. Boas [BOA] has a new and brief proof.
We present here the original proof because it is somewhat natural and also
enlightening.

It is worth noting that Velling [VEL1] and others have proved antecedents
to this theorem. But their results had additional hypotheses, such as univalence
of the function, or analyticity in a neighborhood of 1. The result presented here
is the sharpest possible. Indeed, the example

φ(ζ) = ζ −
1

10
· (ζ − 1)3

shows that the exponent 4 in the theorem cannot be replaced by 3. The proof
in fact shows that 4 can be replaced by o

(

|ζ − 1|3
)

.

Proof of the Theorem: Consider the holomorphic function

g(ζ) =
1 + φ(ζ)

1− φ(ζ)
.
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Then g maps the disc D to the right halfplane. By the Herglotz representation
(see [AHL2]), there must be a positive measure µ on the interval [0, 2π) and an
imaginary constant C so that

g(ζ) =
1

2π

∫ 2π

0

eiθ + ζ

eiθ − ζ
dµ(θ) + C . (5.1.1)

The hypothesis on φ will enable us to analyze the structure of g and hence
the structure of µ. To wit, we write

g(ζ) =
1 + ζ +O(ζ − 1)4

1− ζ −O(ζ − 1)4
=

1 + ζ

1− ζ
+O(ζ − 1)2 .

This and equation (5.1.1) imply that the measure µ has the form µ = δ0 + ν,
where δ0 is (2π times) the Dirac mass at the origin and ν is another positive
measure on [0, 2π). In fact a good way to verify the positivity of ν is to use the
equation

1 + ζ

1− ζ
+O(ζ − 1)2 =

1

2π

∫ 2π

0

eiθ + ζ

eiθ − ζ
d(δ0 + ν)(θ) + C

to derive a Fourier-Stieltjes expansion of δ0 + ν and then to apply the Herglotz
criterion [KAT, p. 38].

We may simplify this last equation to

O(ζ − 1)2 =
1

2π

∫ 2π

0

eiθ + ζ

eiθ − ζ
dν(θ) + C .

Now pass to the real part of the last equation. That eliminates the constant C.
Since ν is a positive measure, we see that the real part of the integral on the
righthand side of this last equation represents a positive harmonic function h
on the disc that satisfies

h(ζ) = O(ζ − 1)2 .

In particular, h takes a minimum at the point ζ = 1 and is O(|ζ − 1|2). This
contradicts Hopf’s lemma (see [KRA1, [GRK]) unless h ≡ 0. But h ≡ 0 means
that ν ≡ 0. Therefore

g(ζ) =
1 + ζ

1− ζ
.

We conclude that φ(ζ) ≡ ζ. That is the assertion that we wish to prove.

It is worthwhile to formulate the classical Schwarz lemma in the language of
this last theorem. One way to do this is as follows:

Lemma 5.3 Let f : D → D be holomorphic, and assume that f(0) = 0. If

f(ζ) = ζ +O(|ζ|2) , (5.3.1)

then f(ζ) ≡ ζ.
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The proof is obvious, for the hypothesis (5.3.1) implies that f ′(0) = 1.
We might also recall H. Cartan’s classic result:

Theorem 5.4 Let ΩßCn be a bounded domain. Fix a point P ∈ Ω. Suppose
that φ : Ω → Ω is a holomorphic mapping such that φ(P ) = P . If the complex
Jacobian of φ at P is the identity matrix, then φ is the identity mapping.

We may think of Cartan’s theorem as a reformulatin of (5.3.1) in the multivari-
able setting. We now, for the sake of interest and completeness, provide a proof
of Cartan’s result.

Proof of Theorem 5.4: We may assume that P = 0. Expanding φ in a power
series about P = 0 (and remembering that φ is vector-valued hence so is the
expansion) we have

φ(z) = z + Pk(z) +O(|z|k+1),

where Pkis the first homogeneous polynomial of order exceeding 1 in the Taylor
expansion. Defining φj(z) = φ ◦ · · · ◦ φ (j times) we have

φ2(z) = z + 2Pk(z) +O(|z|k+1)

φ3(z) = z + 3Pk(z) +O(|z|k+1)

·

·

·

φj(z) = z + jPk(z) +O(|z|k+1).

Choose polydiscs Dn(0, a)ßØßDn(0, b). Then for 0 ≤ j ∈ Z we know that
Dn(0, a)ßdomφjßDn(0, b). Therefore the Cauchy estimates imply that for any
multi-index α with |α| = k we have

j|Dαφ(0)| = |Dαφj(0)| ≤ n
b · α!

ak
.

Letting j → ∞ yields that Dαφ(0) = 0.
We conclude that Pk = 0; this contradicts the choice of Pk unless φ(z) ≡ z.

Remark 5.5 Notice that this proposition is a generalization of the uniqueness
part of the classical Schwarz lemma on the disc. In fact a great deal of work has
been devoted to generalizations of this type of Schwarz lemma to more general
settings. We refer the reader to [WU], [YAU], [KRA4], [KRA5], [BUK] for more
on this matter.

6 Ideas of Chelst

The following lemma is relevant to our considerations in this section.
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Lemma 6.1 Let Ω be a bounded domain in C and let u be a real-valued har-
monic function on Ω. Suppose that there is a collared neighborhood U of ∂Ω so
the u ≥ 0 on U ∩Ω. Then u ≥ 0 everywhere.

Remark 6.2 It is not enough for u to simply be nonnegative on ∂Ω. As a
simple example, let Ω be the upper halfplane and let u(x, y) = x2 − y2. Then
clearly u ≥ 0 on ∂Ω—indeed u > 0 at every point of ∂Ω except the origin. Yet
u is not nonnegative on the positive imaginary axis.

Proof of the Lemma: Applying the maximum principle to −u on a slightly
smaller domain (with boundary lying inside U ∩ Ω), we see that −u cannot be
positive in Ω \ U . Hence u ≥ 0 on all of Ω.

We will also make good use of the classical Hopf lemma, as enunciated in an
earlier part of the present paper.

Now the following proposition is inspired by Chelst’s main result, but is
strictly more general. As a result, the line of argument is necessarily different.

Proposition 6.3 Let f : D → D be a holomorphic function. Let B be an inner
function which equals 1 precisely on a set ABß∂D of measure 0. Assume that

(a) For a given point a ∈ AB , f(ζ) = B(ζ) +O(|ζ − a|4) as ζ → a;

(b) For all b ∈ AB \ {a}, f(ζ) = B(ζ) +O(|ζ − b|2) as ζ → b.

Then f(ζ) ≡ B(ζ) on all of D.

Remark 6.4 It needs to be clearly understood here that AB is the full set on
which B equals 1. The proof consists of coming to terms with the boundary
behavior of f and B on that set.

Proof: Following Chelst, it is useful to consider the function

h(ζ) = Re

[

1 + f(ζ)

1− f(ζ)

]

− Re

[

1 +B(ζ)

1−B(ζ)

]

.

We shall perform some estimates to show that (i) h has non-negative boundary
limits almost everywhere on ∂D and (ii) h lies in h2(D) (i.e., harmonic functions
which are uniformly square integrable on circles centered at the origin—see
[KRA1]). The natural conclusion then is that h is positive everywhere on the
interior of D.
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Now

h(ζ) = Re

[

1 + f(ζ)

1− f(ζ)

]

− Re

[

1 +B(ζ)

1−B(ζ)

]

= Re

[

[1 +B(ζ) +O(|ζ − 1|4)] · [1−B(ζ) +O(|ζ − 1|4)]

|1−B(ζ) +O(|ζ − 1|4)|2

]

− Re

[

(1 +B(ζ))(1 −B(ζ))

|1−B(ζ)|2

]

= Re

[

(1 −B(ζ) +B(ζ) − |B(ζ)|2 +O(|ζ − 1|4)

|1−B(ζ) +O(|ζ − 1|4)|2

]

− Re

[

(1−B(ζ) +B(ζ) − |B(ζ)|2

|1−B(ζ)|2

]

=
[1− |B(ζ)|2 +O(|ζ − 1|4)] · |1−B(ζ)|2 − [|1−B(ζ) +O(|ζ − 1|4)]2 · (1− |B(ζ)|2)

|1−B(ζ) +O(|ζ − 1|4)|2 · |1−B(ζ)|2

=
[(1− |B(ζ)|2) · |1−B(ζ)|2 +O(|ζ − 1|4]− [|1−B(ζ)|2 · (1− |B(ζ)|2) +O(|ζ − 1|4)]

|1−B(ζ)|4

=
O(|ζ − 1|4)

|1−B(ζ)|4
.

But Hopf’s lemma tells us that |1−B(ζ)| is not o(|ζ − 1|). And in fact we can
certainly say (a bit sloppily) that |1−B(ζ)| ≥ C · |1−ζ|1+ǫ for some small ǫ > 0.

In conclusion, the function h certainly lies in h2(D). We also note that (and
our calculations show this) the boundary limits of the first expression on the
righthand side of the first line of the previous multi-line display are nonnegative
almost everywhere. And the boundary limits of the second expression on the
righthand side of the first line of the previous multi-line display are 0 almost
everywhere. In summary, we have an h2 harmonic function with nonnegative
radial boundary limits almost everywhere. It then follows, from the Poisson
integral formula for instance, that h is positive on the disc D.

But h takes the boundary limit 0 at each point of AB . It follows then from
Hopf’s lemma that h has a nonzero normal derivative at each of those points.
That fact contradicts hypothesis (b) of the proposition. And that contradic-
tion tells us that h ≡ 0 hence f is identically equal to the Blaschke product B.

Chelst [CHE] has pointed out that the function

f(ζ) = ζ8 −
1

256
(ζ + 1)

[

(ζ2 + 1)(ζ4 + 1)
]2

· (ζ − 1)4

maps the disc to the disc and fails hypothesis (b) of Proposition 6.3 with AB =
{−1, 1} and B = ζ · ζ; it also fails the conclusion.

It should be mentioned that the papers [BZZ] and [SHO] offer further re-
finements of the Burns/Krantz and Chelst theorems.
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7 Variants in the Several Complex Variables Set-

ting

The work described above, in the one-complex-variable setting, from [BUK]
was inspired by a question of several complex variables. Namely one wanted to
know whether a holomorphic mapping Φ : B → B (where B is the unit ball
in Cn) could have boundary image Φ(∂B) with high order of contact with the
target boundary ∂B. In one complex variable, the Riemann mapping theorem
tells us that, for a holomorphic mapping ϕ : D → D, any order of contact of
ϕ(∂D) with the target boundary ∂D is possible. Of course there is no Riemann
mapping theorem in several complex variables, and this together with other ad
hoc evidence suggested that there ought to be an upper bound on the order of
contact in the multi-dimensional case.

The first step in understanding this situation is to prove a multi-dimensional
version of Theorem 5.1:

Theorem 7.1 LetΦ : B → B be a holomorphic mapping. Let 1 ≡ (1, 0, 0, . . . , 0)
be the usual boundary point of the ball. Assume that

Φ(z) = 1+ (z − 1) +O(|z − 1|4) .

Then Φ(z) ≡ z for all z ∈ B.

Proof: For simplicity we restrict attention to complex dimension 2. For each
a ∈ B, let La be the complex line passing through a and 1. Let da be the
complex disc given by La ∩B. With a fixed, consider the holomorphic function

ψ : D −→ B

ζ 7−→ (ζ, 0) .

Also consider the mapping
φa : B → B

which is the automorphism of the ball B which maps d0 onto da and fixes
1. Indeed one may say rather explicitly what this last automorphism is. Note
that,for α a complex number of modulus less than 1, the mapping

λα(z1, z2) =











(1− |α|2)z1
1 + αz2

+
α(z2 + α)

1 + αz2

−α
√

1− |α|2z1
1 + αz2

+
(z2 + α)

√

1− |α|2

1 + αz2











sends the complex line d0 through (0, 0) and (1, 0) to the complex line through
(|α|2, α

√

1− |α|2). Composition with unitary mappings will allow us to replace

(|α|2, α
√

1− |α|2) with any other element of the ball B.
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Finally define

π1 : B −→ B

(z1, z2) 7−→ (z1, 0)

and

η : d0 −→ D

(z1, 0) 7−→ z1 .

The function

Ha : D −→ D

ζ 7−→ η ◦ π1 ◦ (φa)
−1 ◦ Φ ◦ φa ◦ ψ(ζ)

is well defined. In addition, H satisfies the hypotheses of Theorem 5.1. It follows
then that Ha(ζ) ≡ ζ.

Now set

Ga(ζ) = (φa)
−1 ◦ Φ ◦ φa ◦ ψ(ζ) ≡

(

g1a(ζ), g
2
a(ζ)

)

.

The statement that Ha(ζ) ≡ ζ tells us that g1a(ζ) ≡ ζ. But then

|g1a(ζ)|
2 + |g2a(ζ)|

2 < 1

for ζ ∈ D.
Letting |ζ| → 1 now yields that |g2a(ζ)| → 0. Thus g2a ≡ 0. It now follows that

the image of Ga already lies in d0. Consequently it must be that Φ preserves da.
This last assertion can hold for every choice of a if an only if Φ is the identity
mapping.

That completes the proof.

It is naturally desirable to extend this last result to a more general class
of domains. The key insight here is to note that the discs da in B may be
replaced, in a more general setting, by extremal discs for the Kobayashi metric
(see, for instance [KRA1] and especially [LEM]). The theory of such discs is
well developed in the context of strongly convex domains, and the proof we
have given here transfers naturally to that setting.

For strongly pseudoconvex domains, there is no theory of extremal discs in
the sense of Lempert (but see [KRA3]). However, Burns and Krantz [BUK] were
able to construct a local theory of extremal discs near a strongly pseudoconvex
boundary point. As a result, it is possible to prove a version of Theorem 7.1 on
a smoothly bounded, strongly pseudoconvex domain. Details may be found in
[BUK]. For the record, we record the result now:

Theorem 7.2 Let ΩßCn be a smoothly bounded, strongly pseudoconvex do-
main. Let Φ : Ω → Ω be a holomorphic mapping. Let P ∈ ∂Ω be a boundary
point. Assume that

Φ(z) = P + (z − P ) +O(|z − P |4) .

Then Φ(z) ≡ z for all z ∈ Ω.
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We close this section by using Proposition 6.3 to derive a new version of
Theorem 7.1.

Theorem 7.3 Let f : B → B be a holomorphic function. Let h be an inner
function which equals 1 on a set Ahß∂B of measure 0. Assume that

(a) For a given point a ∈ Ah, f(z) = B(z) +O(|z − a|4) as z → a;

(b) For all b ∈ Ah \ {a}, f(z) = B(z) +O(|z − b|2) as z → b.

Then f(z) ≡ h(z) on all of D.

Proof: This result is derived from Proposition 6.3 in just the same way that
Theorem 7.1 is derived from Theorem 5.1.

It is worth mentioning that the work in [FEF] shows that the hypothesis
of Theorem 7.2 implies that the bounday asymptotics of the Bergman metric
are preserved (asymptotically at P ) by the mapping Φ. In particular, pseudo-
transversal geodesics (in the language of Fefferman) are mapped to pseudo-
transversal geodesics. And the asymptotic expansion for the Bergman kernel is
mapped to itself in a natural way.

8 Non-Equidimensional Mappings

In view of recent work by Webster [WEB], Cima and Suffridge [CIS1], [CIS2],
D’Angelo [DANG1], [DANG2] and others, it is natural to ask what results may
be obtained for mappings Φ : Ω1 → Ω2 where Ω1ßC

n, Ω2ßC
m, and n < m.

In this circumstance the Levi form, and particularly the type (in the sense of
Kohn/D’Angelo/Catlin—see [KRA1]), is the determining factor.

We begin with a basic result:

Proposition 8.1 Let ΩßCm be a smoothly bounded domain with defining func-
tion ρ. Further let ϕ : D → Ω be a holomorphic mapping. Let P ∈ ∂Ω be a
strongly pseudoconvex point and suppose that

ρ(ϕ(ζ)) = o(‖ϕ(ζ) − P‖2)

as ζ → 1 ∈ ∂D. Then ϕ(ζ) ≡ P .

Proof: This is simply a restatement of a well-known fact about a boundary
point of type 2 (again see [KRA1] for the definition of, and discussion of, type).
A strongly pseudoconvex point P is of type 2, hence cannot have a nontrivial
analytic disc with order of contact to the boundary at P exceeding 2.

14



Proposition 8.2 Let ΩßC2 be a smoothly bounded domain with defining func-
tion ρ. Further let ϕ : D → Ω be a holomorphic mapping. Let P ∈ ∂Ω be a
point of geometric type m (see [KRA1, p. 468]) and suppose that

ρ(ϕ(ζ)) = o(‖ϕ(ζ) − P‖m)

as ζ → 1 ∈ ∂D. Then ϕ(ζ) ≡ P .

Proof: The argument is the same as for the last proposition.

There are analogous results in higher dimensions, but they are more difficult
to formulate because the concept of type (due to D’Angelo [DANG3]) is more
subtle. We leave the details for another time.

9 Further Generalizations

In the paper [HUA], X. Huang was able to generalize the Burns/Krantz theorem
7.1 to a class of weakly pseudoconvex domains. His key idea—one that will
no doubt see good use in the future—is to use the exponent of the bounded,
plurisubharmonic exhaustion function of [DIF] as a measure of the geometry of
the boundary point. It remains to be seen what the optimal version of Theorem
7.1 will be on any smoothly bounded pseudoconvex domain in Cn.

10 Concluding Remarks

The idea of Schwarz lemmas at the boundary has seen considerable activity
in the past ten years or so. It is clearly a providential course of inquiry, and
important for geometric function theory. And there is much yet to be known.
We hope that this paper will point in some new directions, and inspire some
new results.
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